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In this article, the second in a series on the basic concepts of research, the authors review aspects of research design including participant considerations, randomization, reliability and validity of measurements, and data collection and management. The authors also discuss considerations for research using questionnaires and tests. The goal of this article is to assist the novice researcher in identifying potential problems that must be addressed during the design of a research project.
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The osteopathic medical profession has seen small advances in its research culture in recent years. A few osteopathic medical schools have developed research programs, and The Osteopathic Research Center at the University of North Texas Health Science Center was established in 2001. In addition, research projects by osteopathic residents are encouraged and supported by Osteopathic Postdoctoral Training Institutions. However, there is a critical need in osteopathic medicine to increase the amount of research being conducted, especially that focusing on osteopathic principles and practice. The profession needs to encourage research by more people, both within educational establishments and by community practitioners. We believe that many physicians would be willing to conduct research if they were more familiar with the research process.

The purpose of the present article, the second in a series on research, is to provide novice researchers an accessible introduction to developing a research project. Although research can cover a wide spectrum of activities, such as biochemical research and research with animals, we focus on human subject research.

Study Design

Once researchers have an idea for a research study, they need to determine how the study will be executed. Study designs provide guidelines about how a study can be planned, but many studies are hybrids or approximations of these designs. Study designs are categorized in different ways; for the purpose of simplification, we will review considerations for studies that involve interventions and those that do not. Descriptions of common study designs are provided in Table 1.

Noninterventional Studies

Noninterventional, or observational, studies involve data collected without modifying the environment, introducing a treatment, or testing a new device. Examples include...
Noninterventional studies may be prospective or retrospective, and patient interactions may or may not be involved (eg, surveys or interviews vs medical record reviews). Each of the types of noninterventional designs has its strengths and weaknesses.

**Table 1. Common Research Study Designs**

<table>
<thead>
<tr>
<th>Study Design</th>
<th>Definition</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-Sectional Study*</td>
<td>Used to determine relationships between risk factors and outcomes concurrently. All data are gathered at the same time; it has been described as similar to a cohort study, but with all measurements made at about the same time and no follow-up period.</td>
<td>To determine whether drinking high-calorie sodas is related to obesity, a large number of high school students are given a survey that asks their height and weight and how many sodas they drink.</td>
</tr>
<tr>
<td>Case-Control Study</td>
<td>A sample is taken from a population that has a disease, another sample is taken from the population at risk for the disease, and predictor variables are measured.</td>
<td>A sample of people with lung cancer is obtained, a second sample of smokers who do not have lung cancer is obtained, and the groups are compared with regard to differences in the predictors or the antecedent conditions.</td>
</tr>
<tr>
<td>Cohort Study</td>
<td>Characteristics that might be related to an outcome of interest are measured in a group of participants. Cohort studies can be either prospective or retrospective.</td>
<td>The classic British study that assessed health outcomes of physician smokers with physician nonsmokers over a 20-year period.</td>
</tr>
<tr>
<td>Prospective</td>
<td>The group is observed over time to see whether the outcome occurs.</td>
<td>The Framingham study, in which many characteristics were measured and, in subsequent years, related to cardiovascular events (<a href="http://www.framinghamheartstudy.org">http://www.framinghamheartstudy.org</a>).</td>
</tr>
<tr>
<td>Retrospective</td>
<td>Characteristics that existed in the past are examined as they relate to current outcomes.</td>
<td>A history of smoking could be related to present instance of lung cancer.</td>
</tr>
<tr>
<td>Randomized Controlled Trial</td>
<td>An intervention is performed on an experimental group and a control group (or more than 1 of either) and outcomes are measured.</td>
<td>To evaluate a new drug, 2 groups are formed: an experimental group that receives the drug and a control group that receives a placebo. Potential participants are randomly assigned to 1 group or the other. The trial continues for a predefined period, and outcomes of interest are compared between the 2 groups. The study by Eisenhart et al* evaluated the use of osteopathic manipulative treatment in the management of ankle sprains.</td>
</tr>
<tr>
<td>Factorial Designs</td>
<td>These studies extend beyond the basic randomized controlled trial by adding other factors, such as sex or race, to the analysis. Researchers must be careful to recruit and randomize participants from these different groups.</td>
<td>A study of the efficacy of different dosages of a new drug includes analyses of the results by sex and race.</td>
</tr>
</tbody>
</table>

* Survey methodology is commonly used for this design.

cross-sectional, case-control, and cohort studies. The researcher typically gathers information on factors that may be related to a specific condition or outcome. Noninterventional studies may be prospective or retrospective, and patient interactions may or may not be involved (eg, surveys or interviews vs medical record reviews). Each of the types of noninterventional designs has its strengths and weaknesses. Overall, it is not possible to make strong causal inferences based on the results of noninterventional studies because randomization is not
possible. These designs are useful for gaining information about differences that could be used to design a subsequent interventional design.

**Interventional Studies**

In *interventional studies*, such as randomized controlled trials (RCTs), a group of participants receives a treatment or intervention so that researchers may determine whether that treatment or intervention is safe and effective or efficacious. This type of study is also called a clinical trial and can be either controlled or uncontrolled. Because of the nature of this study design, trials are always prospective. To ensure adequate reporting of RCTs, researchers should consult the CONSORT, or Consolidated Standards of Reporting Trials, guidelines. Included in the guidelines are a checklist and flow diagram. Of note, an RCT may need to be registered with a public registry (eg, ClinicalTrials.gov) before participants are enrolled in the study. Institutional review boards will assist with this registration.

Designs for interventional studies require more steps than those of other types of studies. At the outset, researchers need to address the study population, number of participants, randomization, hypotheses concerning the anticipated outcomes, and statistical analyses required to determine whether the results have adequate validity. Interventional studies provide the strongest causal inferences and tests of hypotheses with minimal bias, but they also can be time consuming, be expensive, and require special care to ensure validity of the outcome.

A research project can be developed by using these 2 types of designs individually or in sequence. That is, a researcher can start with a noninterventional study and then continue with an interventional trial. Hulley et al provide the following example:

A noninterventional study would ask:

What is the average number of servings of fish per week in the diet of Americans with a history of coronary heart disease (CHD)?

This noninterventional study could be followed by an evaluation of associations on the same topic:

Is there an association between fish intake and risk of recurrent myocardial infarction in people with a history of CHD?

Finally, this evaluation of associations could evolve into an interventional trial that asks:

Does treatment with fish oil capsules reduce total mortality in people with CHD?

Researchers should choose the study design that will best answer their research question. For the remainder of the article, we focus on specific considerations for interventional studies.

**Research Hypothesis**

For interventional studies, it is necessary to state at least 1 hypothesis concerning the anticipated outcomes. This step is required to permit an appropriate statistical analysis and to ensure that the research is properly focused. The research hypothesis must be able to be tested. What is tested by statistics is the *null hypothesis*. A null hypothesis is typically a statement that assumes no difference between groups. For example, researchers in a study of analgesic use could state the following hypotheses:

- **Research hypothesis**: Analgesics are prescribed for more women than men.
- **Null hypothesis**: The same quantity of analgesics is prescribed for women and men.

The statistical test determines whether or not the null hypothesis can be rejected. At its simplest, if a statistical test of the difference between 2 means (ie, the mean quantity of analgesics prescribed for men vs the mean quantity prescribed for women) is statistically significant...
(eg, $P<.05$), then the null hypothesis can be rejected and it is reasonable to conclude that a difference in prescribing patterns exists. Statistical analyses can be much more complicated, however, so novice researchers should seek the assistance of a biostatistician early in the study design process.

**Participants**

Several other design considerations, such as how many participants are required to conduct a valid study, how participants are to be allocated to different groups, and how to determine inclusion and exclusion criteria must be taken into account as researchers design their study.

**Sample Size Determination**

To determine the number of participants needed for a valid result, researchers need to establish some initial information, including the expected mean for each of the study groups, the expected standard deviation for each of the groups, and the anticipated or desired effect size, or expected change in outcomes. The expected mean, standard deviation, and effect size are estimated assuming the results will be what the researchers are anticipating.

Researchers should work with their statistician to determine these parameters and estimate the sample size necessary to achieve a given power.

**Composition of the Sample**

**Study Population**

Participants for all groups of a study must be drawn from the same population; they may be patients from a certain hospital or hospital group, patients with a specific disease, or patients with a particular stage of a disease.

Composition of the study population can also depend on how far researchers want to generalize the results. If researchers are not concerned about generalizing beyond their site, then they may select a representative sample of the patients or participants at their location. If researchers want to generalize to a larger population, their sample should be representative of their state or country. It may be hard for researchers to obtain a diverse sample if they are drawing their sample from a homogeneous population. However, researchers should try to recruit a study sample with a balance of participants of different ages, sexes, and major ethnic groups (unless, of course, the study is focused on a specific age, sex, or ethnic group). Results cannot be generalized if most of the people in a sample are white, for example. Of note, the National Institutes of Health requires a representative sample of sexes and ethnic groups for studies it funds.

**Study Criteria**

Most studies specify inclusion and exclusion criteria for participant selection. For example, Coglianese et al. identified the desired composition of their study sample:

[Participants] from the Framingham Heart Study who were 50 to 65 years old and free of [heart failure].

For this study, inclusion criteria were participation in the Framingham Heart Study and ages 50 to 65 years, and exclusion criterion was history of heart failure. Exclusion criteria often include medications or conditions that may affect the outcome of the study. Researchers conducting a study of the use of OMT for back pain would likely exclude those with fractures of the spine, osteoporosis, and other conditions that could be exacerbated by OMT.

**Study Groups**

Researchers also need to determine the number of groups needed for their study and whether a control group should be used. For example, if researchers are comparing the effects of 3 drugs, their study may need 3 groups. If the researchers would like to compare the effects of the 3 drugs with no treatment or standard treatment, a control group is also needed, or 4 groups total.

A control group, or a group that does not receive an intervention but receives standard or no treatment, is
used to determine whether an effect is caused by an intervention or by some other factor, such as spontaneous remission, time, or an external influence. A control group also permits a better statistical analysis to demonstrate effectiveness.

The number of independent variables in a study, or variables that are being manipulated, will affect the number of groups needed. Typically, researchers will have 1 independent variable, such as drug dosage, and 1 moderator variable (a secondary independent variable, such as sex). A study can have 2 independent variables, such as drug type and dosage, and add the moderator variable for a 3-way design. With this type of study, however, researchers need a large total number of participants to maintain a reasonable number per group. For example, researchers conducting a study of 2 drugs would need to have 2 groups. If the researchers would like to study 2 dosages for each drug, they would then need 4 groups. If sex is added as a moderator variable, then the researchers need 8 groups. If 10 participants are needed for each group, then 80 participants are needed. Researchers may need to determine how many participants they can access to determine the number of groups that their study can support. They should enlist the help of a statistician.

Randomization

After the study groups are established, the participants are randomly assigned to the groups. Randomization is essential for interventional studies to ensure that groups are equivalent. The assumption is that any individual has an equal chance of ending up in any of the groups.

Probability sampling is a valid randomization method that meets the criteria for effective randomization. The preferred method is simple random sampling, in which participants are assigned to groups by use of a random number generator (eg, if the last digit of the random number is even, the participant is assigned to group 1; if the last digit is odd, the participant is assigned to group 2). Simple random samples can also be obtained by drawing a colored marble from a bowl (eg, blue for group 1, red for group 2) and other similar procedures.

Nonprobability (convenience) sampling is not true randomization; researchers should use this sampling method with caution and clearly describe their sampling procedure in their research proposal or in any publication. The following are common types of nonprobability sampling:

- Consecutive sampling: Participants are alternately assigned to groups as they register for the study (eg, the first participant is placed in group A, the second in group B, the third in group A, etc). This method is not truly random; a participant’s placement into a group is determined by his or her place in the sequence.

- Convenience sampling: Only those participants who are readily available at the time of the study are included in the randomization. Patients in a particular ward of a hospital could be considered a convenience sample. Researchers can randomize within a convenience sample, but it is difficult to generalize the results to any other setting because the same results may not occur in a different setting.

- Judgmental sampling: Participants are assigned to groups at the whim of the investigator. Even with well-meaning investigators, this type of sampling can introduce serious bias into the study. For example, sicker patients may be assigned to the experimental group, while less ill patients may be assigned to the control group.

For observational studies, it is important for researchers to ensure that they have a random sample of the participants so that they do not have an excess of 1 type of participant. For example, in a cross-sectional study of patients with the avian influenza strain H5N1 (ie, “bird flu”), researchers should randomly select participants.
Data Sources
By the time the study sample is composed, researchers should have determined their dependent variables, or outcomes (eg, temperature, blood pressure, number of emergency room visits). Figure 1 lists possible data sources for novice researchers, especially for those conducting cross-sectional research.

For example, questionnaires or surveys can be free, purchased, and experimenter developed. Researchers should use caution when using experimenter-developed surveys, however. Without adequate reliability and validity (discussed in the following section), the survey results will probably be meaningless. Reliability and validation analyses should be conducted before research use. Additional considerations for survey-based studies are discussed in the Sidebar.

One-on-one interviews can be used as a follow-up to surveys or questionnaires. More detailed information can be gained from structured one-on-one interviews. Structured interviews involve a preplanned series of questions with alternate interview routes based on participants’ responses. For example, this type of interview was used by 1 of the authors (D.P.Y.) to determine the effectiveness of a self-instructional board review course and ways in which it could be improved.

Focus groups provide a safe environment for a small group to examine a problem or plan at a deep level. Such groups can be used to examine possible new directions for a hospital or to plan evaluation research. In the United States, focus groups are commonly used in consumer research. However, they are a potentially useful tool for medical research as well. Although focus groups for medical research seem to be more common outside the United States, they are receiving attention within US medical school curricula and were recently used in a US community-based study assessing a rural community’s involvement in testing a computer-based informed consent process.

Considerations for the Study Protocol
Once researchers have selected a research design, composed their sample, and identified the variables they will be using, they are ready to develop their study’s protocol, or how they will conduct the study.

Three major concerns must be kept in mind during the planning and research conduct phases: reliability, validity, and blinding.

Reliability
Reliability means consistency or precision: Would researchers get the same results if they repeated the measurement? Appropriate measures of reliability are specific to different situations, such as the reliability of a survey form, a pre- or posttest measure, or an instrument (eg, blood-pressure cuff).

Researchers can take various steps to ensure that their study is reliable. For example, instruments must be calibrated in accordance with manufacturer’s instructions or recalibrated if unusual readings are obtained. Blood pres-
Research Using Questionnaires and Tests

For the novice researcher, it is frequently easier to start with a cross-sectional study design using a questionnaire or test. For these types of studies, researchers need to be concerned with reliability and validity, but in ways somewhat different from those of other study designs.

If researchers are using a written test or questionnaire, they need to know the reliability and validity of that test or questionnaire. If the reliability or validity of the instrument is poor, it might not be a good instrument to use because it would throw the validity of the study into question. Whenever possible, researchers should report published reliability indices for standardized instruments. Because of the difficulty of ensuring that a test or questionnaire is both reliable and valid, it is best to find an instrument that has already been used and evaluated. Researchers may be able find a suitable instrument by conducting a literature search. For mental measurements, the Buros Mental Measurement Yearbooks series is a good resource.

Reliability

The reliability of tests and questionnaires is determined with well-known formulas or procedures such as test-retest, split-half, and Cronbach $\alpha$.

For tests and questionnaires, 3 basic forms of reliability exist:

- Test-retest measures whether the participant accurately repeats the responses 2 or more times. It is a direct measure using the same form of the test or questionnaire, and it yields a correlation that should be $\geq .75$, ideally $>.90$.
- Split-half reliability is determined by dividing the instrument in half (splitting in the middle or putting alternate items into different sets) and computing a correlation coefficient for the 2 halves. The same criterion as test-retest should be used.
- Measures of the internal consistency of the instrument, or whether all items measure the same concept, can be determined by using procedures such as Cronbach $\alpha$. This procedure is frequently (and sometimes inappropriately) used. As with the test-retest correlation, a Cronbach $\alpha$ of $>.75$ is desirable, with a preference for $>.90$.

Validity

Researchers also need to address 2 types of validity when using questionnaires or tests:

- Criterion validity compares responses on the instrument to an external measure. For example, a questionnaire used to assess performance on a practice board examination could be compared with actual performance on board examinations. The test statistic is the Pearson correlation coefficient ($r$). As with reliability, the higher the correlation, the better the validity, but values $\geq 0.7$ are desirable. Criterion validity is typically considered the best form of validity.
- Construct validity asks whether the instrument accurately assesses the construct being measured. For example, a questionnaire used to determine professionalism might be hard to assess using criterion validity, but a panel of experts could make a judgment about whether the items measure professionalism.
are adequately measurable. Adequate measuring can be a problem in OMT research: How do researchers know whether a specific manipulative procedure worked? Asking patients whether they feel better is not very accurate. In addition, the outcomes of a study must be realistic, measurable, and relevant. It may be easy for researchers to determine whether outcomes are realistic and relevant, but in some cases it is difficult to determine whether they are adequately measurable. Adequate measuring can be a problem in OMT research: How do researchers know whether a specific manipulative procedure worked? Asking patients whether they feel better is not very accurate.

### Table 2. Design Problems That May Affect the Internal Validity of a Study's Results

<table>
<thead>
<tr>
<th>Design Problem</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>History</td>
<td>External events may affect the experimental and control groups differently, especially if they are evaluated at different times. All trials must be conducted simultaneously.</td>
<td>A researcher tries to compare the results of a new drug trial with the results of a previous trial. However, during the new trial, information is widely published on risks in using the new drug that could influence the participants, making the 2 trials incomparable.</td>
</tr>
<tr>
<td>Maturation</td>
<td>Changes may take place in participants during the study that are different between groups and are not related to the treatment. In particular, children and older adults change rapidly in many ways.</td>
<td>A new high-protein diet could not be tested on children because a researcher would not be able to tell how much of the children’s gain in weight (if any) is a result of maturation and how much is a result of the treatment.</td>
</tr>
<tr>
<td>Testing</td>
<td>In some cases, a premeasure or pretest can have an impact on subsequent evaluations; the control group might be sensitized to the goals of the study, thus impacting their behavior.</td>
<td>If drawing blood or performing a spinal tap is part of a pretest, participants with phobias or sensitivity to pain may have a physical reaction to the posttest, affecting the results.</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>Changes or modifications in measurement instruments or research methods during the study can affect outcomes.</td>
<td>If instruments are not calibrated or if blood pressures are taken at different sites of the body or at different times, findings may differ.</td>
</tr>
<tr>
<td>Statistical regression</td>
<td>The tendency for extreme values, outliers from the mean, to move (regress) toward the mean when measured again. Also known as the floor and ceiling effect. Outliers must be evaluated carefully, and a biostatistician should be consulted.</td>
<td>Extreme groups are included in the analysis and the middle group is eliminated.</td>
</tr>
<tr>
<td>Selection</td>
<td>If groups are not equivalent in age, sex, race, or other variables, any differences in the dependent variable are not valid. Randomization must be used for a valid study.</td>
<td>A study that includes only white participants cannot be generalized to populations of other races.</td>
</tr>
<tr>
<td>Experimental mortality</td>
<td>If different percentages or numbers of participants in the groups being studied are lost, the resulting groups may not be comparable. Researchers should determine if there is some systematic reason for this differential loss.</td>
<td>In a study of the efficacy of an osteopathic manipulative treatment technique, 25% of the sham treatment group dropped out of the study, compared with 4% of the osteopathic manipulative treatment group. This difference was statistically significant, reducing the comparability of the 2 groups and the study’s validity.</td>
</tr>
<tr>
<td>Stability</td>
<td>If the findings of the study are unreliable because of variations in the way measures are taken, because the instruments used are not reliable, or because of differences in the application of the study protocol, the study results are not valid.</td>
<td>Different methods are used to determine blood pressure in a study. Each method could have yielded different findings, making the results suspect.</td>
</tr>
</tbody>
</table>

*a Not common in medical research.*
curate (eg, how much better?). Pain scales and range-of-motion assessments may be useful ways to measure outcomes in OMT research. Of note, pain scales can be an accurate measure of an individual’s perception of pain, but perception of pain can vary widely among individuals and might result in a large variance among participants. This variance could mask the real study outcomes. However, absent a valid biophysical measure of pain, validated pain scales may be the best option for researchers conducting OMT research.

**Blinding**

A final consideration concerning experimental design is blinding. Blinding is used in most randomized controlled trials. Ideally, both the experimenters and the participants should not know the groups to which participants are assigned. The experimenters should not know because they usually have some idea of the result they are expecting (ie, the research hypothesis). It is possible that the experimenter will use subtle, possibly not conscious, behaviors that could influence the results, such as encouraging the experimental group in some way. Likewise, the participants might behave or react differently if they know the group to which they have been assigned. For example, if participants in a drug trial knew they were receiving the experimental drug, they might be optimistic and report more improvement to symptoms, or they might report higher rates of side effects. Conversely, if participants knew they were receiving a standard treatment or placebo, they might feel discouraged and not respond to the intervention. Blinding is especially important in high-stakes trials such as the evaluation of new drugs for cancer, human immunodeficiency virus, or AIDS.

Researchers should take various steps to ensure that participants do not know which group they are in. If pills or capsules are used, those for the control group must be identical to those in the experimental group so participants cannot tell them apart. For research using procedures, the sham protocol should appear identical (or as close as possible) to the treatment protocol.

In OMT research, blinding is difficult. A typical sham treatment consists of light touch or massage on the same areas on which OMT is performed. Touch or massage will have some effect; thus, any difference in outcomes would be a result of the OMT treatment. Novice researchers should be aware that OMT research can be complicated; they should seek the assistance of someone experienced in this type of research before they develop their research project.

**Data Collection and Management**

**Patient Privacy and Safety**

Researchers should also take steps to ensure that they adhere to guidelines regarding patient privacy and safety. First, they should have a plan. A data collection form should be used to collect and record data in a systematic way. Only deidentified or nonidentifiable data should be used, unless researchers are doing a follow-up study or need to combine data from different sources. Typically, it is not permissible to use any type of tracking or coding, including recording names, Social Security Numbers, medical record numbers, addresses, or phone numbers. Recording this kind of information is in violation of the Health Insurance Portability and Accountability Act (HIPAA). The purpose of HIPAA is to protect the confidentiality of patients. Researchers should carefully review the documents available on the HIPAA website before developing any study protocol.

Electronic data should be stored on a password-protected computer that is located in a locked, limited-access facility. Paper files should be stored separately from any patient records and in a locked cabinet.

Patient safety must be a paramount concern for any interventional research in which patient safety is a risk. The major role of IRBs is to ensure patient safety. Researchers should work with their IRB during the early stages of research design to obtain guidance on patient safety.
Statistical Analysis

As previously mentioned, all researchers should seek the assistance of a statistician. In studies in which data are obtained from each participant, spreadsheet software, such as Microsoft Excel, can be used to organize the data. Typically, participant data comprise the rows, and data categories (pretest value, posttest value, etc) comprise the columns.

Statistical analysis is completed after the data are collected and entered. Statisticians will be able to determine the best statistical analysis program to use.

Next Steps

Once researchers have addressed key aspects of their study design and methodology, they are ready to develop their research proposal. In all cases, the research proposal is initially submitted to the appropriate IRB. Institutional review boards usually provide formats for the proposal; researchers should obtain the format from the IRB to which the proposal will be submitted and follow it exactly. Statisticians and IRBs are the best resources for developing an effective research proposal. Additional resources for designing a research project and preparing a research proposal are listed in Figure 2.

Conclusion

Good research is a very exacting process. When developing a research project, novice researchers should ensure they choose the appropriate design for their study, determine the appropriate size and composition of their sample, use appropriate data sources, and ensure the reliability and validity of their research.
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